**3. 시스템 설계**

**3.1 설계 블록도**

시스템 블록도는 다음과 같다. 뉴스 음성 데이터를 입력 받고 해당 데이터를 VAD알고리즘으로 자른다. 여기서 잘리는 구간의 길이는 1초 이상, 10초 이하로 제한하였는데, 이는 화자 분리 모델의 학습 데이터의 길이와 통일하기 위함이다. 또한 VAD알고리즘을 사용하는 이유는 최대한 음성을 문장 단위로 끊어서 STT(speech-to-text)과정에서 오류를 줄이기 위함이다. 이렇게 잘린 음성에 대해 화자 분리를 적용하여, 화자 별로 음성을 분리하였다. 다음 화자 인식 모델을 통해 같은 화자가 발화한 음성끼리 모두 모아 각각의 음성 별로 STT(speech-to-text)를 적용하여 합치면, 전체 음성에 대한 대본이 만들어 진다. 해당 대본을 요약 모델의 입력 값으로 하면 음성에 대한 요약문이 생성되게 된다. 요약 모델은 AI HUB의 ‘방송 콘텐츠 대본 요약 데이터’를 훈련 데이터와 평가 데이터를 8:2로 나눠 kobert를 학습시킨 모델로, 대본을 입력 값으로 넣으면 요약문을 출력해준다.
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**그림1. 전체 설계 블록도**

**4. 평가 지표**

요약문을 평가하는 지표로 ROUGE, METEOR, BLANC 3개를 사용하였다. ROUGE와 meteor는 참조 요약문을 사용하는 대표적인 요약문 평가 지표이고, BLANC는 참조 요약문을 사용하지 않는 요약문 평가 지표이다.

**4.1 ROUGE**

ROUGE는 Recall-Oriented Understudy for Gisting Evaluation의 준말로 언어 요약 모델의 성능을 평가하는 지표이다. 사람이 만든 참조 요약문과 모델이 만든 요약문을 대조하여 요약의 점수를 계산한다.

**4.1.1 ROUGE-N**

ROUGE-N은 N-gram의 수를 나타내고, 본 논문에서는 통상적으로 사용되는 ROUGE-1과 ROUGE-2를 사용하였다.
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**4.1.2 ROUGE-L**

ROUGE-L은 common sequence중 가장 긴 것을 매칭한다. N- gram과 달리 순서나 위치 관계를 고려한 평가 지표이다.
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**4.2 METEOR**

METEOR는 Metric for Evaluation of Translation with Explicit Ordering의 준말로 사람이 만든 참조 요약문과 모델이 만든 요약문을 대조하여 성능 점수를 계산한다. ROUGE와 다르게 precision과 recall에 가중치를 곱한 조화평균에 penalty를 곱하는 방법으로 점수를 측정한다.
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**4.3 BLANC**

BLANC는 요약문의 점수를 평가하는 지표이다. 기존 ROUGE, METEOR와 기타 많이 사용되는 평가 지표와는 다르게 참조 요약문을 사용하지 않는 평가지표이다. 해당 지표는 언어 모델의 성능을 평가하는 masked token task를 사용하여 요약문의 성능을 평가한다. Masked token task는 문장안의 임의의 단어를 mask로 만들고 언어 모델을 통해 해당 mask를 주변 맥락을 고려하여 복원하는 작업을 의미한다. BLANC 평가 지표에는 BLANC help와 BLANC tune이 있는데 BLANC help를 사용하여 시스템을 평가하였다. BLANC help는 원래 전체 문장에 대해 masked token task를 수행하고, 요약문을 참고한 뒤 masked token task를 진행하여 점수의 향상 정도를 점수로 환산한다.

**Ⅲ. 분석 결과**

**1. 비교 대상 시스템**

화자 분리가 음성 요약에 효과가 있는지 정확하게 판단하기 위해서 본 시스템과 비슷한 조건으로 기존 음성 요약모델을 제작하여 baseline으로 설정하였다. 요약 모델은 본 시스템과 같은 모델인 kobart를 학습하여 제작하였다. 학습 데이터의 경우 같은 데이터 셋인 AI HUB의 ‘방송 콘텐츠 대본 요약 데이터’에서 화자 부분을 삭제하여 제작하였다. 비교 시스템의 시스템 블록도는 다음과 같다. 뉴스 음성을 입력으로 받아 STT(speech-to-text)를 수행하고 요약 모델을 통해 요약문을 얻는다.
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**2. 요약 모델 성능 비교**

두 시스템이 각각 사용되는 요약 모델의 성능을 비교하였다. AI HUB의 ‘방송 콘텐츠 대본 요약 데이터’중 훈련으로 사용되지 않은 20%의 데이터를 사용하여 모델의 성능을 평가하였다. 성능 평가의 결과는 다음과 같았다. ROUGE의 경우 recall과 precision의 조화 평균을 표기하였다.

**표 1. 모델 성능 비교**

|  |  |  |
| --- | --- | --- |
|  | 화자 분리 X | 화자 분리 O |
| ROUGE-1 | 0.354 | 0.557 |
| ROUGE-2 | 0.257 | 0.299 |
| ROUGE-L | 0.313 | 0.399 |
| METEOR | 0.334 | 0.532 |
| BLANC | 0.228 | 0.307 |

전체 지표에 대해서 화자 분리를 적용한 요약 모델(대본 → 요약)이 화자 분리를 적용하지 않은 요약 모델(텍스트 → 요약)에 비해 모든 지표에 대해서 더 나은 성능을 보이는 것을 확인할 수 있었다.

3. 시스템 비교

위 두 모델을 적용한 각각의 시스템에 대해서 성능 비교를 진행하였다. real world data를 사용하기 위해 유튜브에서 뉴스를 60개 다운로드 하여 평가 데이터로 사용하였다. 해당 데이터는 앵커 혼자 말하는 단일 화자 음성 30개와 앵커, 기자, 인터뷰이 등 여러 명의 화자가 등장하는 다 화자 음성 30개로 구성 되어있다. 이렇게 데이터를 2가지 유형으로 구분하는 이유는 화자 분리가 음성 요약에 도움이 되는지 정확하게 판단하기 위함이다. 성능 측정 결과는 다음 표와 같았다. 대신 해당 데이터는 참조 요약문이 없기 때문에 BLANC만을 이용하여 요약의 품질을 평가하였다.

**표 2. 시스템 성능 비교**

|  |  |  |
| --- | --- | --- |
|  | 화자분리 X | 화자분리 O |
| 다 화자 음성 | 0.253 | 0.278 |
| 단일 화자 음성 | 0.263 | 0.222 |

위 결과를 보니 다 화자 음성의 경우에는 화자 분리를 적용한 시스템이 더 좋은 요약 결과를 내는 것을 확인할 수 있었다. 하지만 단일 화자 음성의 경우에는 오히려 화자 분리를 적용하지 않은 시스템이 더 좋은 결과를 만들었다. 해당 이유를 분석해보니 음성에서 대본을 만드는 과정에서 화자 분리 및 화자 인식 과정에서 발생하는 오차로 인해 오히려 단순하게 STT(speech-to-text)를 적용하는 기존 시스템이 비교 더 좋지 않은 결과가 나온 것을 확인할 수 있었다. 그럼에도 불구하고 다 화자 음성의 경우에서 기존 시스템에 비해 좋은 요약문이 생성된 점으로 미루어 보아 화자 분리가 요약문 생성에 도움이 된다는 점을 추측할 수 있었다.

**Ⅳ. 결론**

기존 음성 요약의 경우 음성을 텍스트로 변환한 뒤 요약을 수행한다. 해당 시스템에 화자 분리를 적용하여 음성에서 화자 별로 발화 내용을 구분해 주었고, 대본 형식을 사용하여 이를 표시해 주었다. 이 대본을 사용하여 요약을 생성하는 시스템을 만들고, 기존 방식대로 만들 시스템을 만든 뒤 두 시스템의 성능을 비교하였다. 화자가 한명인 음성의 경우에는 기존의 방식대로 만든 시스템이 더 좋은 성능을 보였는데 이런 결과가 나온 이유를 분석하니, 화자 분리 및 화자 인식 단계에서 모델의 정확도 문제로 만들어지는 대본의 결과가 부정확했고 이 문제가 요약문에 반영된 것으로 사료된다. 다만 화자가 여러 명인 음성에 대해서는 화자 분리를 적용한 시스템이 더 좋은 요약문을 생성했는데, 이는 화자를 구분해 주는 것이 요약문 품질 향상에 어느정도 도움이 된다는 것으로 생각할 수 있다.
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